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1. Background 

Impending rupture in man-made structures, nat-

ural landslides or earthquake faults is sometimes 

preceded by slow preparatory strain and in-

creased acoustic emissions. Modern broad-band 

seismic data records both the very short-lived 

(seconds to minutes), dynamic rupture instabil-

ity events and the long-lived (hours), slow defor-

mation instability events during the preparatory 

or nucleation phase. These processes emit low 

amplitude signals which can be hidden in plain 

sight within noisy time series, and difficult to de-

tect with traditional methods. In addition, the 

precise nature of these emissions and their gen-

erating process remain unclear. Recently, ma-

chine learning (ML) and specifically convolu-

tional neural networks (CNNs), have shown 

great potential in revealing patterns hidden in the 

noise. A few examples of successful seismolog-

ical applications are opening interesting research 

avenue. In addition to seismological data from 

natural events, laboratory experiments per-

formed on rocks provide an opportunity to 

deepen our exploration of the dynamics of rup-

ture onset, under a controlled and well-moni-

tored environment.   

2. Aims and methods 

A CNN prototype has been tested at Durham 

University and has shown promising results in 

detection and forecasting of both natural earth-

quakes (a few hours in advance of magnitude 6 

events off the coast of Japan) and ruptures in la-

boratory experimental rock samples. However, 

the accuracy of the CNN method in locating and 

in estimating the magnitude of the future event 

is yet unknown. In addition, it was not tested in 

many different tectonic environments. The aim 

of this PhD is to develop and generalise the ML 

approach for the analysis of seismic signals, to 

test its generality, and explore the geophysical 

origin of the detected signal in the framework of 

the seismic cycle. In addition, the student will 

investigate the potential integration of the ML in 

(1) seismic Early Warning protocols, (2) real-

time scenarios of probabilistic forecasting and 

risk mitigation, (3) automation and improvement 

in the detection, location and classification of 

seismic events in regional seismic catalogues (it 

has been shown that up to 60% more events can 

be detected by using CNN methods).  

The student will select seismic data available 

from the Global Seismic Network broadband 

stations and accelerometric regional networks, 

to create a catalogue of earthquake-related sig-

nals and classify them by region, type of focal 

mechanism and depth. The catalogue will then 

be used to train a CNN and to conduct ML anal-

ysis using Multi-Dimensional Scaling and 

Boosted Learning Trees to classify time win-

dows as possible precursors or back-ground 

noise.    

The target sites will be zones that have high 

seismic activity and good quality regional 

seismic data. Examples of optimal target sites 

are East coast of Japan, West coast of Chile, 

California.   

  

3. Training 

The student will receive training in the following 

areas:  

• Handling of Big Data; source material 

from public databases; organise and clas-

sify seismic events and build a structured 

catalogue with metadata information.  

• Essentials of earthquake source physics 

and tectonic context where earthquakes 

happen.  

• Use of Python libraries such as Keras for 

Machine Learning and high-level statis-

tics for advanced analysis of time series.     
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